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Results on Many-Class Adaptation

What is Domain Adaptation? kNN pseudo-labeling on target samples

) ) ) H - —— CD-MemSAC  —k— DC-MemSAC
» Transfer trained model from a labeled source domain, like M Caltech-UCSD 1001 _@- CD-CDAN  —A~— DC-CDAN
synthetic images, to an unlabeled target domain, like real images. Source Model 35.98 51.47 .
» Assumption: Source domain images are easier and cheaper to DANN 40.58 54.91 S TN
. . S 80
collect and annotate compared to target domain images. MCD 37 94 44 37
Sample neighborhood ——— 43 74 £0.98 > .
» S0, what is wrong with existing methods? They do not scale well! (™} Unlabeled target sample ' ' g
PAN 43.03 62.96 60
Memory Augmented Training for MSC ToAlign 45.45 57.48 .
L3-14 L2-38 L1-122 LO-200
15 —*— MemSAC MemSAC [OUFS] 47.26 67.95 Granularity Level - #classes
) o
= e X With many-classes, regular sized mini-batches will not have o o - i - od labels and
&10 o A sufficient positives and negatives. ur method Is especially useful with finer-grained labels and many-
0 =~ CDAN . class datasets.
3 v Our memory bank helps stores samples from previous batches
s A DANN enriching the positive and negative sample set. - ; a4
.g —@- SAFN 70} 1 gzlcj: ,,,*___‘-——
% 0 —o— MCD Mini-batch Sampling MEMory augmented SAmple Consistency (MemSAC) S 60 : ---Q‘"* »
§  JRZE ;;_,-Vr: g - oo == K= = — o 3
g } } —9- CAN 550 /*/ )
=3 \k ﬂ = = src-only ”*/
030 75 150 275 345 40 *__*—_-*’
1 . |
Number of classes — L e x&b‘ f»Qbfb %”& \,b”’q’b‘ ,L»‘f?b ,,;ﬁb% : : :
_éou:;‘Mini Batch TargetAnchor' PR Size of memory bank ImprOved allgnment USIHQ MemSAC
> In many use-cases domain adaptation on many-class datasets (Labeled) (Uniabeled) 7 S
Is iImportant, and prior methods are limited by negative transfer. " (egatvePars <o > Pull Closer NegatvePairs  Diaa: meiam with £
..... » Push Away Source Memory Bank W/0 Lsc e With Lo MM 58 w;th ﬁst__/\_/\—/
(Labeled) ' W/o Lo 56 W/0 L

SN

~

&)
Ul
N

S © ©
o o
3 ©

Mean similarity score
o
o
~
Psuedo label accuracy (%)
N
(0]
o

/ /

Multi-Sample Contrastive (MSC) Learning

Target accuracy
(9
o

N
Nt
ul
N
(o9

o
o
o

Source Domain Target Domain

A - = :
‘ 0 '\ ‘ "'. Training Iteration Training Iteration Training Iteration
@ 050, o A (a) (b) (c)
O —
y MemSAC improves similarity score as well as accuracy
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» Noisy pseudo-labels might hurt the training.
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